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« 5G — Overview and technologies
 |oT — Overview, relation to 5G and trends
« CPS, Net-CPS, Net-HCPS

— Overview and examples
— Multiple interacting coevolving multigraphs
— Enabling Technologies, challenges and benefits

« Resource allocation problems in virtualized
infrastructures
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. in dense areas everywhere mobility of Things
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End-to-end ecosystem to enable a fully mobile and connected society
Value creation towards customers and partners, with existing and
emerging use cases
Delivered with consistent experience

5G Use Cases Enabled by sustainable business models 5G Business

5G Value Creation Models

CR- Cognitive Radio
VLC- Visible Light Communication
LOS-Line of Sight
MIMO-Multiple Input Multiple Output
CPE-Control Planc Entity
_ \ & UPE-User Flane Entity

——————— : ™ NI-Network Intelligence

5 i NFV-Network Function Virtualization

NW-Network
XaaS-Network Functionalities as a Service
D2D-Device to Device Communication

MASSIVE MIMO

NETWORK e
/ - ~
~
SMALL CEl

A
' COMPUTATIONAL

DEVICE - SRC: A Survey of 5G
g Network: Architecture
and Emerging

TSINK
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= E— ® Technologies, IEEE
Internet of Access, 2015
e NN Thingy (05} _———
Network of networks,” i.e., a heterogeneous system comprising a variety of air
— interfaces, protocols, frequency bands, access node classes, and network types _
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Massive loT devices
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5G network slices implemented on the same infrastructure
SRC: NGMN
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Service instance layer

M‘“Ei'm
machine comms senvices

Service support layer

Network slice layer

SRC: TELCO 2.0. STL Partners- HP

CHN slice 1
MF1 NF2

Accessslice
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Evolution to 5G Networks

High Performance Networks

*+ Low Latency
High Availability

High Speed Broadband

» Gigabit Data
» High Band Spectrum

Virtualized Infrastructure
- Software-Defined Networks
+  Network Function Virtualization (NFV)

Internet of Things

+ Billions of connected
devices

Network Slicing

. Customized Services

SRC: vmware
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The Internet of Things represents a vision in which the Internet extends into the real
world embracing everyday objects. Physical items are no longer disconnected from
the virtual world, but can be controlled remotely and can act as physical access
points to Internet services. [Mattern and Floerkemeier 2010]

A world where physical objects are seamlessly integrated into the information
network, and where the physical objects can become active participants in business
processes. Services are available to interact with these “smart objects, over the
Internet, query their state and any information associated with them, taking into
account security and privacy issues [Haller et al. 2008]

| RFID || AutoID || ITU IoT || RFID CMOS |

_Barcodes ‘ ‘_Smartphone ‘

SRC: Internet of Things in
: : LAY Industries: A Survey, IEEE
Location based service SoA of . ]
things Transactions on Industrial
Informatics,2014.

WSN Could computing

Near field communication

Social networks ‘

Internet (IPv6), 3G/4G, WiFi, ZigBee, WiMax
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loT opens up opportunities across multiple verticals

SRC: vmware
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Characteristics el

Massive growth of loT

loT Market Size Connected Devices
2025-1DC 2025

$7.1T 50B

loT Market Growth loT Data Growth

2025-1DC 2015 -> 2025

28.1% | 49%x

CAGR

SRC: vmware

G

Capacity Latency
1000x more traffic 1 mullisecond
10-100x more devices

Data rates Coverage
10 Ghit/s @peak 100 Mbit/s wherever

Bandwidth & latency demands

Copyright © 2017 John S. Baras, Chrysa Papagianni
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LTE Cat-1 n x 20 MHz
and above > 1 Mbps
LTE Cat-M1 Faster data rates =illie
g 1.4 MHz Full-to-limited mobility
g Up to 1 Mbps Voice/VoLTE support
o)
= = ——  NB-loT
= @
= LTE Cat-NB1 Ultra low-cost
© % 200 kHz Ultra low-power
e 0 10s of kbps Delay-tolerant
o0 —  NB-5G
e
mw =

SRC: Paving the path to Narrowband 5G with
LTE Internet of Things (1oT), Qualcomm, 2016

Coverage

o

Scaling up in performance and mobility
Scaling down in complexity and power

Today MNew narrowband loT technologies (3GPP Release 13+)

I

LTE Cat-4 and above LTE Cat-1 LTE Cat-M1 (eMTC) Cat-NB1 (NB-loT)
=10 Mbps Up to 10 Mbps Variable rate up to 1 Mbps 10s of kbps
nx 20 MHz 20 MHz 1.4 MHz narrowband 200 kHz narrowband

Copyright © 2017 John S. Baras, Chrysa Papagianni
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4G Network: communication service 5G network: all mobile services via all types of devices
via phones in the communication across all industries
industry
Service/Device ServicefIndustry
Communication service
(woice, text and Internet) Mobile Broadband
. ZDGI:Ips = cation, Interne

a )
D — == 4G network Massive loT ﬂ _ 5G network
200,000/Km’ "
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l how?
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) . Communi-
cation, Interne ~ ) e .
*~ Mobile Broadband 5Slice- Ay
) ogistics, ) Massive 0T Slice it
QR \griculture, Massive loT g S Agriculture,
Climate ) Mission-critical loT Slice
g ’
Aut bil
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SRC: E2E Network Slicing, Netmanias
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* Analytics automation 3 v =
 Augmented reality @\ o @K'X‘JQ . .,
* Industrial loT — Smart Factory = [»J/J |
+ Thing Identity and — Lol
Management Services @ S Jé@y@ 8

* loT Governance and
Exchange Services
« Edge computing

Copyright © 2017 John S. Baras, Chrysa Papagianni 15
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 CPS: Technological systems where physical
and cyber components are tightly integrated

« Examples: smart phones, smart sensors, smart
homes, smart cars, smart power grids, smart
manufacturing, smart transportation systems, human
robotic teams, ...

 Most of modern CPS are actually networked:
via the Internet or the cloud, or via special
logical or physical networks

 Examples: modern factories, Industrie 4.0, modern
enterprises, heterogeneous wireless networks, sensor
networks, social networks over the Internet, Industrial
Internet (I1C), the Internet of Things (loT), ...

Copyright © 2017 John S. Baras, Chrysa Papagianni 16
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« With networks new fundamental challenges
emerge: network semantics and characteristics

« Fundamental challenges on two fronts:

— (a) on the interface between cyber and physical
components and their joint design and performance,;

— (b) on the implications of the networked interfaces
and the collaborative aspects of these systems and
their design and performance.

 Networked Cyber-Physical Systems (Net-CPS)

« Additional challenge: incorporation of humans
In Net-HCPS, as system components from start

Copyright © 2017 John S. Baras, Chrysa Papagianni 17



Networked CPS are -

ystems : . )
Ubiquitous 1y

Infrastructure / Social / Biological
Communication Economic Networks
Networks Networtks
Internet / WWW Social
MANET Interactions Community
Sensor Nets Collaboration Epiddemic
Robotic Nets Social Filtering Cellular and

: Economic Sub-cellular
Hybrid Nets: Alliances Neural
Comm, Sensor
Robotic and Web-based Insects

Human Nets social systems

Animal Flocks

Copyright © 2017 John S. Baras, Chrysa Papagianni
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Heseareh Embedded Systems o

CardioNet: Cardiac Monitoring Service —
Enabled by QUALCOMM’s Wireless Network Management Services

Copyright © 2017 John S. Baras, Chrysa Papagianni 19
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and Cities

e Ul for “Everything”

— Devices with Computing Capabilities & Interfaces

e Network Communication

— Devices Connected to Home Network

e Media: Physical to Digital

— MP3, Netflix, Kindle eBooks, Flickr Photos
e Smart Phones

— Universal Controller in a Smart Home

e Smart Meters & Grids

— Demand/Response System for “Power Grid”

e Wireless Medical Devices

— Portable & Wireless for Real-Time Monitoring

Copyright © 2017 John S. Baras, Chrysa Papagianni
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Net-CPS: Wireless Sensor @
Networks Everywhere =

Wireless Sensor Networks (WSN) for
infrastructure monitoring

m Environmental systems

m Structural health

m Construction projects

m Energy usage

“Shik R YR N

‘,-j.,,,l Vineyards

SV i

Copyright © 2017 John S. Baras, Chrysa Papagianni 21
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Generation Transmission Distribution Utilization

Residential/lCommercial

Conventional: Coal, Nuclear,
Qil/ Gas, Hydro

* Low-cost “embedded”
energy sensors

» Econometric models

3 - -------
" 1 ! P (Y
3\C| \ 4

+ Communications

Rnéwable: Solar, Wind

+ ACEEE estimates +2x energy savings FEN sEm g
EREEEn

* Able to measure and manage carbon . Standards for process
footprint per product line squipment energy + Integrated control &
energy mgmt.

Copyright © 2017 John S. Baras, Chrysa Papagianni 22
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« Component-based Architectures

« Communication vs Performance Tradeoffs
* Net-HCPS ... human behavior

e Distributed asynchronous

e Fundamental limits

Copyright © 2017 John S. Baras, Chrysa Papagianni 23
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m  Net-HCPS: Social and Economic @
5

« We are much more “social’ than ever before

— Online social networks (SNS) permeate our lives - ” .
— Such new Life style gives birth to new markets } ﬁ. i’." i .'.' I o2
: : ® 2 - *l e
* Monetize the value of social network fol- lﬁ’; } i
Le &
— Advertising - major source of income for SNS e f%lw ﬁ .é. 29
— Joining fee, donation etc. ]‘ = i if == 0 A ﬁ
_ L »
. HODHDENEaEDEE
Need to know the common features EEEEEEE
. we [ J oo [om e
of social networks AERNEEERCOEEOE
BNORONENREEE
ek ZIla]o|S|e|s]w
BEEDBEECDEGRD
ololsly|~|E|le|g|s|als]|e
1 5 =1 B 6 B ] S 2 B2 A
ENRREECIEIEEREE
CEBEEHOD T BEERAE
BBk EEa
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« Multiple Interacting Graphs

— Nodes: agents, individuals, groups,

organizations
— Directed graphs
— Links: ties, relationships

— Weights on links : value (strength,

significance) of tie

— Weights on nodes : importance of

node (agent)

 Value directed graphs with

weighted nodes

* Real-life problems: Dynamic,

time varying graphs,

relations, weights, policies

Agents network

Information |
network .- N

‘,______-_-I ----- -
LW, Wi '

Communication
network ]

Networked System
architecture & operation

Copyright © 2017 John S. Baras, Chrysa Papagianni
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« Multiple interacting multigraphs involved
— Collaboration multigraph: who collaborates with whom

and when.
— Communication multigraph: who communicates with

whom and when
« Effects of connectivity topologies:
Find graph topologies with favorable tradeoff
between performance improvement (benefit) of

collaborative behaviors vs cost of collaboration
— Small word graphs achieve such tradeoff
— Two level algorithm to provide efficient communication

* Modeling human group behavior, cognition, decision
making

Copyright © 2017 John S. Baras, Chrysa Papagianni 26
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Distributed algorithms are essential
— Agents communicate with neighbors, share/process information
— Agents perform local actions
— Emergence of global behaviors

- Effectiveness of distributed algorithms
— The speed of convergence
— Robustness to agent/connection failures
— Energy/ communication efficiency
* Design problem:
Find graph topologies with favorable tradeoff between performance improvement

(benefit) vs cost of collaboration
« Example: Small Word graphs in consensus problems

An Example problem of the Interaction between the Decision
Making Graph and the Communication Graph

Baras, John S., Hovareshti, Pedram., "Efficient and Robust Communication Topologies for Distributed Decision
Making in Networked Systems", IEEE CDC, 2009

Baras, John S., Hovareshti, Pedram., "Effects of Topology in Networked Systems: Stochastic Methods and
Small Worlds", IEEE CDC, 2008

Copyright © 2017 John S. Baras, Chrysa Papagianni 27
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Example: Maximizing Power Production of a Wind Farm

m Wind direction et
=t T I
4 "_.-_ - Y e T
A o . Tl - :.:—:_:-r -~ - )

Schematic representation of a wind farm
Horns Rev 1. Photographer Christian Steiness depicting individual turbine wake regions.

« Aerodynamic interaction between different turbines is not well understood.
* Need on-line decentralized optimization algorithms to maximize total power
production.

Assign individual utility
u; (t) = power produced by turbine i at time t
such that maximizing );; u;(t) leads to desirable behavior.

28
Copyright © 2017 John S. Baras, Chrysa Papagianni
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Example: Formation Control of Robotic Swarms
50 ; - 50
S ° ‘
w o] al. .t - Deploy arobotic swarm in unknown environment:
of B L P obstacles, targets etc. have to be discovered.!
DO * 50 00" ¢ 50 . '
50 50 - * The swarm must form a prescribed geometric
0 0 formation.
30 30 o
20 20 ¢
" 1g * Robots have limited sensing and communication
° 00 %0 capabilities.

Simulation results demonstrating
rendezvous and gathering along a linel]

For rendezvous, design individual utility

u;(s;) = =
EATE |{sjES:||si—sj||<r}|

such that minimizing );; u;(t) leads to desirable behavior.

— a dist,(s;, obstacle),

Copyright © 2017 John S. Baras, Chrysa Papagianni 29
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 The nodes gain from collaborating
« But collaboration has costs (e.g. communications)
« Trade-off: gain from collaboration vs cost of
collaboration
Vector metrics involved typically
‘ Constrained Coalitional Games

o« Example 1: Network Formation -- Effects on Topology
« Example 2: Collaborative robotics, communications

Example 3: Web-based social networks and services
o« Example 4: Groups of cancer tumor or virus cells

Copyright © 2017 John S. Baras, Chrysa Papagianni 30
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Example: Consensus with s

fH

« Solve the problem via detecting adversaries in networks of low
connectivity.

* We integrate a trust evaluation mechanism into our consensus
algorithm, and propose a two-layer hierarchical framework.

Trust is established via headers (aka trusted nodes)

The top layer is a super-step running a vectorized consensus
algorithm

The bottom layer is a sub-step executing our parallel vectorized
voting scheme.

Information is exchanged between the two layers — they collaborate

 We demonstrate via examples solvable by our approach but not
otherwise

« We also derive an upper bound on the number of adversaries

that our algorithm can resist in each super-step
Liu, X. and Baras, J.S., “Using Trust in Distributed Consensus with Adversaries in Sensor and Other Networks,” FUSION2014.

Copyright © 2017 John S. Baras, Chrysa Papagianni
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ICS
System
Reference. | Controller —> System System output
1 mput
Sensor-
Measured output
CPS Manager
Exogenous Context
data AWAreness
Application tier
Intrusion ACLs . Multipath Flow
Detect. Syst.  Firewall Red Y Multicast scheduling
Northbound
APls
SDN Control Plane
'I:opolngy Routing Ba.ndWI‘dlh Failure Maonitoring
discovery Manager allocation  management
Controllers
Southbound
APls
Devices SDN Data Plane Devices

E. Molina and E. Jacob, “SDN in CPS: A Survey”, 2017

« CPS, Net-CPS, Net-HCPS can be
viewed as distributed partially
asynchronous implementations of
the sense-decide-actuate cycle in
control systems

» The collaboration and information
network in our multi-layer model of
CPS, net-CPS and Net-HCPS impose
requirements on the communication
network including: priority, bandwidth
constraints, predictability, timeliness,
robustness, survivability, network securit'

« The SDN paradigm and associated
concepts such as Network Function
Virtualization (NFV) can play a key role
iIn meeting these requirements

Copyright © 2017 John S. Baras, Chrysa Papagianni
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v Manageability
* e.g., Automation, orchestration and network re-
configuration
v Resource Allocation
v Real-time
v Reliability
 e.qg. failure detection and recovery
v’ Security
* e.g. security policies applied on demand
v Interoperability
* e.g., open standard interfaces

Copyright © 2017 John S. Baras, Chrysa Papagianni 33
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Slice Manager Resource-aware virtualization for industrial networks: A
{@omain centraller) novel architecture combining resource management,

policy control and network virtualization for networks in
automation or supervisory control and data acquisition
networks. DCNET, 2013.

Name r.".?“'f'"ﬂ'_:'“ layer ( (3] Service Anycast .

- S — & Dynamic Migration ‘

VMCN: Virtual mobile cloud network ~ SoFw T i .
- : _ CPSslic ., e,
for realizing scalable, real-time cyber r—r— ~ i
physical systems, DCC 2016 { virtual network J =51 %’5‘
Routngaer @S o on )
—
Query Packet g 4
o oo ol i Real-time
Scalability - - - response

Virtual base station (vBS)

Copyright © 2017 John S. Baras, Chrysa Papagianni 35
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VNR | VNR 2

w
Y

]

Ll

Virtual Metwork Request

‘, B virtual nodes

O Physical nodes

]

3

Node capacity

Link capacity

End-to-end network service

VNF-FG Corresponding to
NF Forwarding Graph of
Figure 2

e YNEFG2
1
'| VNF- | __| VNF-
LA 2A 28
VNEL P70 A=t
! VNF-
i 2c

Ry oyl

VNF-3

Virtualisation Layer

Legend

i} NEVLPoP

—— Physical link
= == Logical link

"? Virtualisation

[FISCHER,2013] Fischer, Andreas, et al. "Virtual network embedding: A survey."Communications Surveys & Tutorials, IEEE 15.4 (2013)
[ETSI] http://lwww.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.01.01_60/gs_NFV002v010101p.pdf

Hardware
Resources
in Physical
Locations
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v Cellular core

el
-
e
-

Root Switch | 000 Root Switch

ToR Switch ‘ ToR Switch ‘ -------- ToR Switch

Server Server

Server Server | ...

Server Server

Server Server

5&9?

Copyright © 2017 John S. Baras, Chrysa Papagianni 37
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Cellular core

i

Root Switch

Root Switch

ToR Switch | ToR Switch | -+ ToR Switch
Server Server
Server Server | ........
Server Server
Server Server
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v Cellular core

Root Switch

Root Switch

ToR Switch | ToR Switch | -+ ToR Switch
Server Server
Server Server | ........
Server Server
Server Server
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Root Switch
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« Challenges:

« Tight coupling between data and control plane elements
» Delay budgets among cellular core elements

« Scale
» Large number of UEs and DCs in cellular networks

« Existing NF placement methods:
» Optimize the placement of data-plane functions

Copyright © 2017 John S. Baras, Chrysa Papagianni
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- Appro?ch: NF placement solvers:
— Single-stage solver Mixed Integer Linear Programming
— Cellular operator has network-wide view (MILP) formulation

Optimality

~ Main objective: % High time complexity

— Load balancing across the cellular

core Linear Programming (LP)
— DCs close to eNBs are under heavy formulation
load (KLEIN [Qazi, 2016]) Lower time complexity
— Assumptions: * Optimality gap
— Single S-GW and MME per UE
(3GPP)

Dietrich, David., Papagianni, Chrysa. , Panagiotis, Papadimitriou., Baras, John S., "Network Function Placement on Virtualized Cellular
Cores", COMSNETS 2017.
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- LP yields substantially lower solver runtime and smaller acceptance rate
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= LP yields much better load balancing across DCs
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Physical Link . Assigned VNF resources to SFC-x

v" Support different resource allocation policies for 5G network slicing
v" Hybrid solutions may be employed
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Multi-tenant network virtualization

Virtual
Slice 2

Virtual
Slice 1

INNOVATION
CLOUD

Security Aware Access

FEDERICA

PlanetLab Other FI testbeds

Future Internet Federated Substrate

environments

Sliceable infrastructures (e.g., FI
testbeds)
DCs

IaaS business

1 . .

Network virtualization
roles !
1
I

management and business roles

Service Provider
(Offers services through VNs)

I, |Virtual Network Operator
| (Installs and operates VNs)

Service Provider

Assembles, installs, and
manages VNs and offers

Virtual Network Provider

services through them |
(Assembles VN5 from InP resources)

Infrastructure Provider

Chener of the infrasiructure

[FISCHER,2013] A. Fischer, J. F. Botero, M. T.
Beck, H. de Meer and X. Hesselbach, "Virtual
Network Embedding: A Survey," in IEEE
Communications Surveys & Tutorials, vol. 15,
no. 4, pp. 1888-1906, Fourth Quarter 2013
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Challenges:

- Limited knowledge of substrate
topology/resources

- Coordination of the embedding
process
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C . Papagianni, A. Leivadeas, S. Papavassiliou, V. Maglaris, C. Cervello-Pastor and A. Monje, “On the optimal allocation of virtual resources in cloud computing
networks”, IEEE TCC 2013.

A. Leivadeas, C. Papagianni and S. Papavassiliou, “Efficient Resource Mapping Framework over Networked Clouds via Iterated Local Search based Request
Partitioning”, IEEE TPDS 2013.

V. Maglaris, C. Papagianni, et al.., “Toward a holistic federated future internet experimentation environment: the experience of NOVI research and
experimentation”, IEEE Communications Magazine 2015.

S. Papavassiliou, C. Papagianni, . Baldine, Y. Xin, Technical Report, Resource Management and Topology Embedding in Distributed
Networked Infrastructure Environment, TR-2016, DOI: 10.13140/RG.2.1.4722.6961
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« SDN /NFV key enabling technologies for 5G

* The evolution of 5G is linked to the emerging Internet of
Things (loT).
— 5G will power the loT
« 5G and loT are essential for CPS, Net-CPS, Net-HPCS

— Communication networks supporting Net-CPS should be flexible
to changing operating conditions (5G and loT will be used
extensively)

— SDN / NFV key enabling technologies
— 5G can be the solution for many verticals like smart cities etc.

« Resource allocation facilitating network slicing in 5G and
loT is essential albeit challenging
— Needs to meet the requirements of 5G use case scenarios

Copyright © 2017 John S. Baras, Chrysa Papagianni

50



QERSIT‘L
The | Saasto
Institute tor =)
Systems )
csCirel
IR

TRYLAS

Thank you!

baras@isr.umd.edu
301-405-6606
http://dev-baras.pantheonsite.io/

chrisap@isr.umd.edu
301-405-6593

Questions?
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